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WHAT IS 
MACHINE 

LEARNING 

Machine learning teaches computers to do what comes 

naturally to humans and animals: learn from experience. 

Machine learning algorithms use computational methods to 

“learn” information directly from data without relying on a 

predetermined equation as a model. The algorithms 

adaptively improve their performance as the number of 

samples available for learning increases.  



LEARNING 
FROM DATA 

Machine learning algorithms find natural patterns in data 

that generate insight and help you make better decisions and 

predictions. They are used every day to make critical 

decisions in medical diagnosis, stock trading, energy load 

forecasting, and more. Media sites rely on machine learning 

to sift through millions of options to give you song or movie 

recommendations. Retailers use it to gain insight into their 

customers’ purchasing behavior.  



REAL WORLD 
APPLICATIONS 

With the rise in big data, machine learning has become particularly important 

for solving problems in areas like these:  

• Computational finance, for credit scoring and algorithmic trading  

• Image processing and computer vision, for face recognition, motion detection, 

and object detection  

• Computational biology, for tumour detection, drug discovery, and DNA 

sequencing  

• Energy production, for price and load forecasting  

• Automotive, aerospace, and manufacturing, for predictive maintenance  

• Natural language processing 

 



HISTORY OF MACHINE LEARNING 
• 1950s 

• Samuel’s checker player 

• Selfridge’s Pandemonium 

• 1960s: 

• Neural networks: Perceptron 

• Pattern recognition 

• Learning in the limit theory 

• Minsky and Papert prove limitations of Perceptron 

• 1970s: 

• Symbolic concept induction 

• Winston’s arch learner 

• Expert systems and the knowledge acquisition bottleneck 

• Quinlan’s ID3 

• Michalski’s AQ and soybean diagnosis 

• Scientific discovery with BACON 

• Mathematical discovery with AM 



HISTORY OF MACHINE LEARNING 
• 1980s: 

• Advanced decision tree and rule learning 

• Explanation-based Learning (EBL) 

• Learning and planning and problem solving 

• Utility problem 

• Analogy 

• Cognitive architectures 

• Resurgence of neural networks (connectionism, backpropagation) 

• Valiant’s PAC Learning Theory 

• Focus on experimental methodology 

• 1990s 

• Data mining 

• Adaptive software agents and web applications 

• Text learning 

• Reinforcement learning (RL) 

• Inductive Logic Programming (ILP) 

• Ensembles: Bagging, Boosting, and Stacking 

• Bayes Net learning 



HISTORY OF MACHINE LEARNING 
• 2000s 

• Support vector machines & kernel methods 

• Graphical models 

• Statistical relational learning 

• Transfer learning 

• Sequence labelling 

• Collective classification and structured outputs 

• Computer Systems Applications (Compilers, Debugging, Graphics, Security) 

• E-mail management 

• Personalized assistants that learn 

• Learning in robotics and vision 

• 2010s 

• Deep learning systems 

• Learning for big data 

• Bayesian methods 

• Multi-task & lifelong learning 

• Applications to vision, speech, social networks, learning to read, etc. 



HOW MACHINE 
LEARNING WORK 

Machine learning uses two types of 

techniques: supervised learning, which 

trains a model on known input and output 

data so that it can predict future outputs, 

and unsupervised learning, which finds 

hidden patterns or intrinsic structures in 

input data 



SUPERVISED LEARNING 

• The aim of supervised machine learning is to build a model that makes predictions based on 

evidence in the presence of uncertainty. A supervised learning algorithm takes a known set of 

input data and known responses to the data (output) and trains a model to generate reasonable 

predictions for the response to new data.  

• Supervised learning uses classification and regression techniques to develop predictive models.  

• Classification techniques predict discrete responses—for example, whether an email is genuine or 

spam, or whether a tumour is cancerous or benign. Classification models classify input data into 

categories. Typical applications include medical imaging, speech recognition, and credit scoring.  

• Regression techniques predict continuous responses— for example, changes in temperature or 

fluctuations in power demand. Typical applications include electricity load forecasting and 

algorithmic trading.  

 



UNSUPERVISED LEARNING 

• Unsupervised learning finds hidden patterns or intrinsic structures in data. It is used to 

draw inferences from datasets consisting of input data without labelled responses.  

• Clustering is the most common unsupervised learning technique. It is used for 

exploratory data analysis to find hidden patterns or groupings in data.  

• Applications for clustering include gene sequence analysis, market research, and 

object recognition.  



WHICH ALGORITHM SHOULD BE USED 

• Choosing the right algorithm can seem overwhelming—there are dozens of 

supervised and unsupervised machine learning algorithms, and each takes a 

different approach to learning.  

• There is no best method or one size fits all. Finding the right algorithm is 

partly just trial and error—even highly experienced data scientists can’t tell 

whether an algorithm will work without trying it out. But algorithm selection 

also depends on the size and type of data you’re working with, the insights 

you want to get from the data, and how those insights will be used.  



ROAD MAP 



WHEN MACHINE LEARNING 
SHOULD BE USED 

• Consider using machine learning when you have a complex task or problem 

involving a large amount of data and lots of variables, but no existing 

formula or equation. For example, machine learning is a good option if you 

need to handle situations like these:  

• Hand-written rules and equations are too complex—as in face recognition 

and speech recognition.  

• The rules of a task are constantly changing—as in fraud detection from 

transaction records.  

• The nature of the data keeps changing, and the program needs to adapt—

as in automated trading, energy demand forecasting, and predicting 

shopping trends. 

 



HEART ATTACK PREDICTION 

Using Supervised Learning to Predict Heart Attacks  

Suppose clinicians want to predict whether someone will have a heart attack 

within a year. They have data on previous patients, including age, weight, 

height, and blood pressure. They know whether the previous patients had heart 

attacks within a year. So the problem is combining the existing data into a 

model that can predict whether a new person will have a heart attack within a 

year. 



REAL WORLD PROBLEMS 

• Creating Algorithms that Can Analyse Works of Art  

• Researchers at the Art and Artificial Intelligence Laboratory at Rutgers University 

wanted to see whether a computer algorithm could classify paintings by style, genre, 

and artist as easily as a human. They began by identifying visual features for 

classifying a painting’s style. The algorithms they developed classified the styles of 

paintings in the database with 60% accuracy, outperforming typical non-expert 

humans.  

• The researchers hypothesized that visual features useful for style classification (a 

supervised learning problem) could also be used to determine artistic influences (an 

unsupervised problem).  

• They used classification algorithms trained on Google images to identify specific 

objects. They tested the algorithms on more than 1,700 paintings from 66 different 

artists working over a span of 550 years. The algorithm readily identified connected 

works, including the influence of Diego Velazquez’s “Portrait of Pope Innocent X” on 

Francis Bacon’s “Study After Velazquez’s Portrait of Pope Innocent X.”  



REAL WORLD PROBLEMS 

Optimizing HVAC Energy Usage in Large Buildings  

The heating, ventilation, and air-conditioning (HVAC) systems in office 

buildings, hospitals, and other large-scale commercial buildings are often 

inefficient because they do not take into account changing weather 

patterns, variable energy costs, or the building’s thermal properties.  

Building IQ’s cloud-based software platform addresses this problem. The 

platform uses advanced algorithms and machine learning methods to 

continuously process gigabytes of information from power meters, 

thermometers, and HVAC pressure sensors, as well as weather and 

energy cost. In particular, machine learning is used to segment data and 

determine the relative contributions of gas, electric, steam, and solar 

power to heating and cooling processes. The building IQ platform 

reduces HVAC energy consumption in large-scale commercial buildings 

by 10% - 25% during normal operation. 



REAL WORLD PROBLEMS 

Detecting Low-Speed Car Crashes  

With more than 8 million members, the RAC is one of the UK’s 

largest motoring organizations, providing roadside assistance, 

insurance, and other services to private and business motorists.  

To enable rapid response to roadside incidents, reduce crashes, 

and mitigate insurance costs, the RAC developed an onboard 

crash sensing system that uses advanced machine learning 

algorithms to detect low-speed collisions and distinguish these 

events from more common driving events, such as driving over 

speed bumps or potholes. Independent tests showed the RAC 

system to be 92% accurate in detecting test crashes. 



OTHER APPLICATIONS 

• Recognizing patterns: 

• Facial identities or facial expressions 

• Handwritten or spoken words 

• Medical images 

• Generating patterns: 

• Generating images or motion sequences 

• Recognizing anomalies: 

• Unusual credit card transactions 

• Unusual patterns of sensor readings in a nuclear power plant 

• Prediction: 

• Future stock prices or currency exchange rates 



OTHER APPLICATIONS 

• Web search 

• Computational biology 

• Finance 

• E-commerce 

• Space exploration 

• Robotics 

• Information extraction 

• Social networks 

• Debugging software 

• What do you do! 



SUPERVISED 
LEARNING 

• Neural Networks 

• Naïve Bayes Theorem 

• Support Vector Machine 

• Random Forest 

• Decision Trees 



TYPICAL NEURAL NETWORK TOPOLOGY 



REGRESSION (SUPERVISED) 



CLASSIFICATION (SUPERVISED) 



FINANCIAL ENGINEERING  

0,20

50,20

100,20

150,20

200,20

FTSE 100 S&P 500 Nikkie 225

     SA AR EEMD-GA-WA HHRS

Prediction results 

The below figure illustrates the four 

prediction models SA, AR, EEMD-GA-

WA and HHRS. The performance 

measurement is RMSE 



SVM FOR CREDIT SCORING 



POWER SYSTEMS 

• Power System Stability 

• Power Systems Control 

• Fault Diagnosis 

• Security Assessment 

• Load Forecasting 

• Reactive Power Planning 

• State Estimation 



UNSUPERVISED 
LEARNING 

FUZZY CLUSTERING 

K-MEAN 

HIERARCHICAL CLUSTERING 

SELF-ORGANISING MAP (SOM) 



MACHINE LEARNING 



MACHINE LEARNING 



MACHINE LEARNING 



DEEP 
LEARNING 

Deep learning is a type of machine learning in which a model learns 

to perform classification tasks directly from images, text, or sound. 

Deep learning is usually implemented using a neural network 

architecture. The term “deep” refers to the number of layers in the 

network—the more layers, the deeper the network. Traditional neural 

networks contain only 2 or 3 layers, while deep networks can have 

hundreds.  



DEEP LEARNING 
APPLICATIONS 



WHAT MAKES 
DEEP LEARNING 
STATE OF THE ART 



WHAT MAKES 
DEEP LEARNING 
STATE OF THE ART 



INSIDE DEEP 
LEARNING 
NETWORK 



HOW DOES DEEP 
LEARNING 
NETWORK LEARN 



HOW DOES DEEP 
LEARNING 
NETWORK LEARN 



HOW DOES DEEP 
LEARNING 
NETWORK LEARN 



HOW DOES DEEP 
LEARNING 
NETWORK LEARN 



HOW DOES DEEP 
LEARNING 
NETWORK LEARN 



STATE-OF-THE-ART MACHINE LEARNING  
APPLICATIONS 



AUTONOMOUS 
CARS 



AUTONOMOUS CARS 



AUTONOMOUS CARS 



SCENE LABELLING USING DEEP LEARNING 



DEEP LEARNING 



DEEP BELIEF 
FOR FACE 
RECOGNITION 



LEARNING OF OBJECTS 



INFERENCE USING DEEP LEARNING 



SPEECH RECOGNITION 



NEW 
TECHNOLOGIES 

• Phones 

• Cameras 

• Amazon Alexa 

• Google Net 

• Microsoft Cortana 

• Apple Siri 



AI IS TAKING OVER HUMAN 

• Telemarketing 

• Bookkeeping Clerks 

• Compensation and Benefits 

Managers 

• Receptionists 

• Couriers 

• Proofreaders 

• Computer Support Specialists 

• Market Research Analysts 

• Advertising Salespeople 

• Retail Salespeople 

• Human Resource Managers 

• Sales Managers 

• Marketing Managers 

• Public Relations Managers 

• Chief Executives 

• Event Planners 

• Writers 

• Software Developers 

• Editors 

• Graphic Designers 



THE FUTURE 



TECHNOLOGY REALISES FICTION 

Star Trek and Captain Kirk Inspired Mobile Phone Inventor, Martin Cooper 1973 

Star Trek...LOS ANGELES - DECEMBER 29: William Shatner as Captain James T. Kirk. Original Air Date: 29 December 1967. 

(Photo by CBS via Getty Images) 



MACHINES THAT CAN LEARN 


